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… 12 senses skipped …

English noun supersenses

26 noun supersenses 15 verb supersenses
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Senses of tag (noun)

✴ a label attached to something to indicate its 
owner, nature, price, etc. 

✴ a label associated with something for the 
purpose of identification 

✴ a small piece of cloth or paper 

✴ a game in which one child chases the 
others; the one who is caught becomes the 
next chaser 

✴ the act of touching a player in a game
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The cranes left
at the onset of the building crisis

He burned the bridge

along with the rest of the ship

They fabricated the data

for the synthetic experiments
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Semantic distinctions  
in supersenses 
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Overview

1.Super-sense tagging on English Twitter 

2.Tagging on Danish 

2.1.Across domains 

2.2.Across languages 

3.A note about active learning
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More or less supervised  
super-sense tagging of  Twitter

Anders Johannsen, Dirk Hovy, Hector 
Martinez, and Anders Søgaard (2014) 
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Unsupervised domain adaption

Supervised domain adaptation
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Experiments on Danish

1. Can the same methodology be 
applied for Danish? 

2. Can we directly use the 
labeled English resources?
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Danish annotations
Domain Sentences Tokens

Blog 100 1.744

Magazine 200 4.095

Forum 200 4.302

Newswire 600 11.081

Parlament 200 6.442

Chat 200 4.302

Total 1.500 31.966
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Cross-language word representations

#2 Estimate continuous bag-of words model

EN The queen has only one job - to lay eggs

DA Den dronning har kun en arbejde - at lægge æg

Mixed Den queen has kun one arbejde - to lay æg

#1 Generate mixed language training data

w(t-2)

w(t+1)

w(t-1)

w(t+2)

w(t)

SUM

       INPUT         PROJECTION         OUTPUT

Figure 1: New model architectures. The CBOW architecture predicts the current word based on the
context, and the Skip-gram predicts surrounding words given the current word.

R words from the future of the current word as correct labels. This will require us to do R ⇥ 2
word classifications, with the current word as input, and each of the R + R words as output. In the
following experiments, we use C = 10.

4 Results

To compare the quality of different versions of word vectors, previous papers typically use a table
showing example words and their most similar words, and understand them intuitively. Although
it is easy to show that word France is similar to Italy and perhaps some other countries, it is much
more challenging when subjecting those vectors in a more complex similarity task, as follows. We
follow previous observation that there can be many different types of similarities between words, for
example, word big is similar to bigger in the same sense that small is similar to smaller. Example
of another type of relationship can be word pairs big - biggest and small - smallest [20]. We further
denote two pairs of words with the same relationship as a question, as we can ask: ”What is the
word that is similar to small in the same sense as biggest is similar to big?”

Somewhat surprisingly, these questions can be answered by performing simple algebraic operations
with the vector representation of words. To find a word that is similar to small in the same sense as
biggest is similar to big, we can simply compute vector X = vector(”biggest”)�vector(”big”)+
vector(”small”). Then, we search in the vector space for the word closest to X measured by cosine
distance, and use it as the answer to the question (we discard the input question words during this
search). When the word vectors are well trained, it is possible to find the correct answer (word
smallest) using this method.

Finally, we found that when we train high dimensional word vectors on a large amount of data, the
resulting vectors can be used to answer very subtle semantic relationships between words, such as
a city and the country it belongs to, e.g. France is to Paris as Germany is to Berlin. Word vectors
with such semantic relationships could be used to improve many existing NLP applications, such
as machine translation, information retrieval and question answering systems, and may enable other
future applications yet to be invented.

5

Den queen has kun one arbejde - to lay æg
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Experimental setups

#1 Danish to Danish
Train on Danish newswire. 
Test across six Danish 
domains.

#2 Cross-language
Train on English SEMCOR.  
Test across six Danish 
domains

#3 Mixed training
Train on English SEMCOR 
and Danish newswire.  
Test across six Danish 
domains
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Conclusion

• Our methodology transfers to Danish: 

• Constrained decoding improves ~2.5% 

• Cross-language word representations provide 
(some) signal for SST
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Active learning note
Time permitting

Classifier 
model

Labeled Unlabeled data

Human 
annotator
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Rationale

• Increase robustness of final model  

• Sample more varied data 

• Speed-ud annotation process (after agreement 
has converged)
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Method

• Using the SST method for Danish 

• Compare two instance-selection strategies: 

• Lowest-confidence instance 

• Sampling from the classifier confidence distribution
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Running!

• Labeled data: Newswire train section 

• Unlabeled pool: ClarinDK 

• Model: Same as above without embeddings 

• Currently annotated ~100 sentences
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Questions?


